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Significance

Learning a neural network from data requires solving a complex 
optimisation problem with millions of variables. This is done by 
stochastic gradient descent (SGD) algorithms. 

One can study the case of two-layer networks and derive a 
compact description of the SGD dynamics in terms of a limiting 
partial differential equation. 

Among other consequences, this shows that SGD dynamics do 
not become more complex when the network size increases.
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Informal Overview of Main Result
 



 



Technical Assumptions

 

 



Main Theorem
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Empirical Validation on Toy Example
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